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Contracts N00014—67—A—0191—0026 and N00014—75—C—0461 i . .

wi th  the Of f i ce  of Naval Research

Jan. 1, 1973—Dec . 31 , 1976 , Total: $105,000

This con tract had i ts  ori gin in a seminal conference ,

sponsored by the O f f i c e  of Naval Research and held at Brown Univer si ty

on November 22—2 3 , 1971 , entit led “Stat is t ical  Yethods for  Computer

Systems Perform ance Evalua t ion ” , the Proceedings of which were

iublished by Academic Press in 1972 under the title “Statistical

Computer Perforrnanc2 Evaluation ” . It was the purpose of the

conference to investigate the application of modern statistical

methods to the study of computer performance - a subjec t  wh ich

came to be known as compumetrics — and the research cont rac t

which resulted f rom its deliberationsaddressed i tself  to a number

of specific problems in the f i e ld .  ~e shall attempt to summarize

the work done in the course of the contract by listing and annotating

the reports published under its auspices. Copies of these

repor ts  are s t i l l  ava i lab le  from the Division of App lied ~iathematics.

1. “An Introduction to Compumetrics” by iJ if Grenan der , Ju ly  1973 ,

141 pp. Chapter headings : 1. Introduction; 2. Methodology;

3. System Traffic; 4. The CPU; 5. Main Memory , 6. Secondary Memory;

7. Program behavior , program organization and program reliability ;

8. Global systems studies ; 9. Conclusions.
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This report summarized the state—of—the—ar t at the time

when there existed no other systematic introduction to the subject.

Although it laid no claim to all-inclusiveness , it reported on

the analyt ic  methods available for the analysis  of the var ious

components of a computing system .

2. “The Optimal Choice of Window Sizes for Working Set

Dispatching” by Gregory Henderson and Juan Rodriguez—Rosell ,

October 1973, 35 pp. (presented at the International Symposium

on Operating Systems Theory and Practice , Paris , April 1974)

In this report , the concept of varying window size in a workin g

set dispatcher to control working set size and number of page

faults was examined . A space-time cost equation was developed

and used to compare fixed window size to variable window size

for different types of secondary storage , based on the simulated

execution of real programs .

3. “Some Observations on the Stochastic Behavior of Page

References in Computer Programs” by Gregory Henderson , September

1974, 19 pp.. In this report , the motivation for studying the

page reference behavior of computer programs was discussed , and

one such study presented .

4. “~~~9ime Behavior in Page Referencing Pat t e rns  of Computer

Programs” by Paul Sampson , Jul y 1974 , 41 pp. + appendix (31 pp.).

This paper described in detail a study of some of the character-

istics of program referencing patterns. It applied statistical

methods for the purpose of increasing our understanding of the



execution of programs in multiprogrammed environments by

inferring the stochastic structure of the mechanisms underly ing

the generation o.~ such patterns from real—life data . It obta in~~1

a mathematical description of these phenomena in terms o~ ~ t~~~~~~i , t i c

processes of a certain type .

5. “An_I n t e ractive Sof tware_Eng i n e e r i n g  Tool fo r  .lemory

Management and User Program Evaluation” by ~olfcjang W . illbr~ n~~k

and Juan Rodri cjuez-Rosell , Proc . ~ational Computer Conference

1974 , pp. 153—158.

This paper described a user-oriented tool which was developed

to enable a pro qrar~nor to monitor interactively the memory

refere ncing behav ior of his mod ules. It was used to help

programmers ~.‘rite bc’tter localized code and thus reduce necessary

memory resources , and as a tool for investiga t ing progr am behavior

experimentally in con nection with va rious research pro j ect s .

6. “Patterns in Program Reference” by Walter Freiberger ,

Ulf Grenander and Paul D. Sampson , October 1974 , 49pp.

An improved version of this paper was published in the I.I& .’~.

Journal of Research and Development , Vol. 19 , ~o. 3, ~
l iy 1975 ,

pp. 230—243 (special issue on performance evaluation of cc~:’i~~j t  ~~

systems). This paper described a study of some of the chai ict~~r—

isties of program referencing patters. Program behavior wis

investigated by constructing stochastic models for the pa~~’

reference mechanism and evaluating the validity of the issunrt~ ons

made through comparison with empirical results. The notion o~ a

_ _ _ _
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regime stochastic process is shown to play a useful role in

describing the observed phenomena mathematically.

A discussion of this problem from the point of view of

general pattern theory is included in Chapter 3 (Analysis of

certain temporal patterns), Section 4 (Image analysis for other

regime patterns) of the book “Lectures in Pattern Theory,

Volume II: Pattern Analysis ” by Ulf Grenander, to be published

by Springer—Verlag early in 1978 (Volume I: Pattern Synthesis ,

was published in 1976)

7. “Heuristic-Adaptive Search for Regimes in a String of Data”

by Beng-Tung Ang , July 1974 , 166 pp. A condensed version of

this report was published as “A heur istic-adaptive procedure

for segmentation of time patterns ” by Beng-Tung Ang in the

International Journal of Computer and Information Science ,

volume 4, number 4, 1975, pp. 329-348.

This report treated segmentation of time patterns as a

heuristic search problem . Segmentation is formulated in terms of

image restoration . An observed pattern , which is the stochastically

deformed image of a pure image consisting of a number of reg imes,

is to be segmented to recover the regime structure. Standard

statistical decision methods are not very useful here because of

the computational difficulties involved . The search process

described here consists of application of a sequence of heurist ic-

adaptive operators. Each operator is designed to detect cer tain

flaws in previous segmentations and make modifications accordin~~ly .



The search path thus generated ends in a loop from among which

the final solution is chosen by an evaluatin g fu nction. Results

of experiments with simulated data are presented

and discussed . One of the motivations for thi s study was the

discovery of reg imes in reference strings, as discuss ed in

reports 4 and 6 abov e.

8. “A St a ti s t i c a l  Study of an Oper3tinq Syster:” 
~
y ~~‘n— r~”J~~~ Lin ,

July 1974, 191 pp. This study was commenced as :n investigation

of the CP—67/CMS virtual machine operating svstrm for the

IBM 360/67 computer , and developed in to a mr~~e qeneril invc ’St ioa-

tion into the application of modern statiscical ~ochniqucs to t:he

evaluation of computer systems performance. It invcsti it.o i

empirically the stochastic structure of random variables such

as ‘percenta ge o~ t~~rne spent in problem-mode ’ , ‘pcrcc~~ta~ e of

time spent in idLe—mode ’ , ‘queue length of executable users ’ ,

‘number of page 1/0 per second ’ , ‘number of priviinc;ed operations

per second ’ , and several others , to fit a reqinie stochastic

process model to the performance of the operating system . It

should be looked upon as a pilot study, giving an indica tion of

the statistical methodolog ies appropriate for such investiqations ,

rather than for the actual results achieved .

Note: At this point in time , the thrust of the resear ch eff or t

turned from the investi gation of program behavior to an inves tiqa-

tion of the structure of the input stream . It was felt that in

order to be able to model the behavior of Qrograms under execution
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in a more detailed manner than had been possibl e so f ar , it

would be necessary to have more information on the structure of

the probabilistic grammar underl ying the lanquaee in which the

executing program was expressed . This qrarnmar is in general

not known to the processor , and our atten tion ther efore turned

to the problem of grammatical inference or , as it came to he

called , linguistic abduction. A number of reports , r o :i n  w r i t t e n

earlier , were communica ted in connection with this research

contract , in order to defin e the new problem area and put it

into perspective .

9. “Syntax—Controlled_P r o bab i l i ties ” by Ulf Grenander , 29 my .

This report. althou gh unpublished , has become widel y known

and infl uential. its first version was issued in 1967 and the

syntax—controlled ~ r ob ah i l i t y  model there expounded developed

out of work f i r s t  r e p o r t e d  in the  paper “Can we look i n s i d e  an

u n r e l i a b l e  a u t o m a t o n ? ”  by IJ if Grenander , in the  vo lume ‘ Re sea r ch

Papers in S t a t i s t i c s  — Festschrift for Jerzy T’~eymann ” , John W i l ey

and So ts , 1966 , pp. 107—124. in this latter paper , c e r ta i n

probabilistic qrimrrirs were studied from the point of v i e w  of

inference. in t h e report , finite—sta te probabilistic lanquaqes

are investiqate (l in detail. The model defines 1 probability

d i s t r i b u t i o n  over t h e  set of p h rase  m a r k e r s , and an induced

probabili ty distribution over the set of grammatical sentences.

This made it possible to discuss syntactic analysis when the

grammar was rimbiquous , from the point of view of maximi zing the

probability of a correct analysis. The fundamen tal problem hew

to organize inference algorithms , g iven empirical data and
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assuming some logical structure , in orde r to dete r m i n e  the

remaining structure was posed , and this  led to the work on

linguistic abduction to which we now turn .

10. “A
~~~ ctio12_~

1ac_h ines  t ha t  Learn Syn tac t ic_ Patterns ” by

Ulf Grenarider , 27 on., 1976.

This  report  — which fo l lowed a workinq paper entitled

‘ L i ngu i s t i c  A b d u c t i o n  Machines ” — used the s y nt a s— c on t r o l l o d

probability model (report #9 above) fo r  a n a l y s i s  and computa-

t ional  expe r imen ta t ion. The model can be descr ibed as f o l l o w s :

with a lexicon of words a ,b,c,... context free rules of the

form “ v -
~ string ” are pos tu la ted, where  v is one of the

syn t ac t i c  var i ables  and ‘ s t r i ng ’ is made up of words  and  v ar i a b l e s .

For a g iven va r i ab le  v , a p r o b a b i l i t y  d i s t r i b u t i o n  over t he  ru les

is assumed which  rewr ites that  symbol .  It was show n wh~.t

properties those probability distributions must have in orde r

that  the p robab i l i t y  measure induced over the set of a l l  f i n i te

word—st r ings  be indeed a proper one in the sense tha t  t h i s  set

have total probabil ity one. The grammars discus sed wer e assumed

to possess these proper t ies  and cal led s y n t a x — c o n t r o l l e d

probability grammars.

In t h i s  repor t , then , various “natural” alqorithm s were

discussed foi learning the qrarnmar of a l a n g u a g e  f rom i t s

realizations. This was called the abduction problem , followi nq

C.S. Pierce ’f; terminology: abduction is distinenished from

i n f e r e n c e  in t h a t  it  c rea tes  success ive  p l a u s i b l e  hyp o these s ,

whereas  i n f e r e n c e  leads to a s i ng l e  de c is ion on accep tan ce or
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re jec t ion  of a g iven hypo thes i s .  It  was conjectured that

abduction mir rored  more closely the process a chi ld  goes t h r o uqh

when learn ing the urammar  of i ts  mother—tongue , and we wished

our al gori thm s to be “natural ” in this sense. A f ull a c c oun t

of the work on li n ruistic abduction will he published as a F
technical report d ur i n g 1977.

11. “Network Pattern Processors” by U l f  Gr e r i a n d e r , 36 p m ,  1 9 7 6 .

This repor t represented a prel im ina ry version of Chapt er 7

(e n t i t l e d  “ Pattern Processors for L2.nguagc Abduction ”) of 4:he

book “Lectures in Pattern Theory , Volume II: Pattern I~na l y s i s ”

by Ulf Grenander , to be published early in 1978 by Sprin icr-

Ver lag .  The J eno r ~i I problem studied is t h a t  of a ne twork  w h i c h

can modify itself in order to learn some of the patterns

appearing in its environment; in par t icu lar, the emphasis is cia

the expl ic i t  genera t ion  of p l aus ib l e  hypotheses  ( i . e . ,  a b d u c t i o n)

when the patterns come from some formal language. The problem

is posed in terms of Grenancler’s pattern theory formalism : the

speaker ~1 l iv es in an envi ronment  (a “microworld”) characterized

by some image al gebra env(k); a given image I E onv(d) can g ive

r i se  to many d i f f e r e n t  sentences be long ing  to a la nqu a q e  L ( q )

descr ibed by a gramma r q .  Th i s  means  t h a t  an image  processor

maps the  image a~~qebra e nv ( f ~) i n to  ano the r  image nl~~ebra , so t h a t  an

image operator takes microworld images in to  l a ngu ag e  i m a g e s .  ‘I’he

report then describes the abduc tion proce ss , in which  sentences

from L(g) are subjected to “deformation ” , the  deformed sentence s

are presented to a teacher (or “or acle ”) who rules on th~~ir

L. ~~- . .~~~~~~~ 
-
~ 

----
~~~~-~

.- 
~~~~~~~~~~~~~ ~~~~~ .~~~~~~~~~ -~



- ~~~~~~~~~-~~~~~~~~~ -

9

g r a m m a t i c a l i t y ,  and an al go r i t hm is developed which  con .’c r jo s

to a l imi t ing  g r a mm ar  weakl y equ iva l en t  to g and wi th  p e r f o r man c e

parameters which characterize the probability distribution over

L ( g )

In this report, abduction of the language L(cj ) is studied

when no semantic inpu t f r om the  image algebra env (~~) is available;

the problem of abduction when such i npu t  is ova iLable is

chal lenging and w i l l  he s tud ied .

12. “Application o: pattern_ theory to problems in c o mm u t e r

science” TechnicaiReport , October 1976, 47 pp.

This report summar izes  Grenander ’ s p a t t e r n  theo ry  Irzc owork ,

and expresses several  problems in compute r  science in torms of

that framework . In particular , the followinq problems arc

discussed in this context: s y n t a x  arid s emant i c s  of p r o o r a a r m in o

lang uages , analys is  of al go r i thms , the spec i f i c ation problem ,

program verific ation , program syn thesis , semantics and language

d e f i n i t i on , abstraction. Also , the applications to linnuistics

and abduct ion a re summar ized . The essence of th is report has

been submitted for publication.
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